
1. Introduction
Predictions at subseasonal-to-seasonal (S2S, more than 2  weeks but less than a season lead time) times-
cales are common challenges in both weather and climate models (Brunet et  al., 2010; Mariotti et  al., 2020; 
Robertson et al., 2015; Vitart et al., 2017, 2012). On the one hand, S2S lead times are too long for initialized 
weather prediction to retain the initial condition memory due to the chaotic nature of atmospheric variability 
(Lorenz, 1963, 1965; Palmer & Hagedorn, 2006; Vitart & Robertson, 2018). On the other hand, S2S lead times 

Abstract Subseasonal-to-seasonal (S2S) forecasts of atmospheric rivers (ARs) are in high demand in the 
water supply management and flood control communities. This study focuses on a new metric, the accumulated 
water vapor transport associated with ARs, which is closely related to the winter precipitation over the western 
U.S., and provides a multi-model S2S prediction skill assessment. The prediction skill is evaluated at lead time 
1–4 weeks in four dynamical model hindcast data sets from National Centers for Environmental Prediction 
(NCEP), European Center for Medium-Range Weather Forecasts (ECMWF), Environment and Climate Change 
Canada (ECCC), and Global Modeling and Assimilation Office (GMAO) at National Aeronautics and Space 
Administration. Three reanalysis data sets are used to evaluate the uncertainty of prediction skills related to 
the choice of references. The AR-related water vapor transport is underestimated in ECMWF and ECCC over 
most of the investigated region, while its maximum has a southeastward shift in NCEP and GMAO at lead time 
3–4 weeks. The root mean square error, anomaly correlation coefficient, and Brier skill score are calculated 
to quantify the prediction skill in both deterministic and probabilistic sense. At week-3 lead time, the models 
have significant skill near the lower latitudes (<40°N) of the eastern North Pacific, extending northeastward to 
the California coastal area. Models have higher skills in forecasting no and strong AR cases than weak cases. 
The Madden–Julian Oscillation can modulate the prediction skill at week-3 lead over central and Southern 
California, but with large uncertainties across models.

Plain Language Summary An atmospheric river (AR) is a long and narrow corridor of strong 
horizontal water vapor transport, which plays a key role in transporting water vapor from the tropics and 
subtropics to feed precipitation over the U.S. West Coast. Therefore, subseasonal-to-seasonal (S2S) forecasts 
of ARs are in high demand in water supply management and flood control communities. This study provides 
an S2S prediction skill assessment for the weekly accumulated water vapor transport from ARs at 1–4 weeks 
lead times in four dynamical model hindcast data sets. Three reanalysis data sets are used as a reference to 
evaluate the model hindcasts and test the impacts of different reference data sets on the evaluation results. 
Several metrics are used to quantify the prediction skills. The results show that the models have some useful 
skills in predicting the weekly water vapor transport related to ARs at week-3 lead over the lower latitudes of 
the eastern North Pacific, extending northeastward to the California coastal area. Models have higher skills in 
forecasting no and strong AR weeks than weak AR weeks. The Madden–Julian Oscillation has some impacts on 
the prediction skill at week-3 lead over central and Southern California, but the impacts vary across models.
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are too short for prediction to respond to the changes of major components in the earth system (e.g., sea surface 
temperature, sea ice, soil moisture) that modulate predictability (Palmer & Hagedorn, 2006; Saha et al., 2014; 
Stockdale et  al.,  2011; W. Wang et  al.,  2010). Despite being a challenging time scale for predicting impact-
ful hydrometeorological phenomena, information at S2S lead times is invaluable in many applications such as 
water supply management, flood control, and agricultural risk assessment (Merryfield et al., 2020; Pendergrass 
et al., 2020; White et al., 2017). Skillful S2S forecasts have the potential to be extremely helpful for policy-setting 
decision-making (DeFlorio et al., 2021; Mariotti et al., 2020; Sengupta et al., 2022; White et al., 2022).

To meet the operational and research needs for S2S products, a joint effort between the World Weather Research 
Program and the World Climate Research Program, referred to as the S2S Prediction Project, was developed in 
2013 (Mariotti et al., 2018; Vitart et al., 2017; Vitart & Robertson, 2018). The S2S Prediction Project allows for 
comparisons of the prediction skill of each participating modeling system and investigations of the usefulness 
of ensemble or multi-model forecasts at the S2S time scale. This project recommends specific priorities for S2S 
research, such as improving understanding of the mechanisms of S2S predictability, systematically assessing S2S 
prediction skills across different models, and identifying “forecasts of opportunity”, that is, the periods in the 
hindcast record with higher prediction skill than normal. Accordingly, many S2S studies have focused on the role 
of Madden–Julian Oscillation (MJO; Madden & Julian, 1971) in modulating S2S predictability (Kim et al., 2016; 
Mani et al., 2014; Vitart et al., 2017; Waliser et al., 2003).

Recent studies have investigated the regional S2S prediction skill of surface temperature anomalies, ridging 
events, and jet patterns over the North Pacific and the western U.S. (Albers et al., 2021; Gibson et al., 2020; 
Z. Zhang, Pierce, & Cayan, 2019). In addition, given the increased societal demands (e.g., water management, 
flood-risk reduction) in this region, there has been a growing need for improved longer lead time forecasts for 
atmospheric rivers (ARs, Ralph et al., 2020; Ralph et al., 2017a; Ralph et al., 2004; Zhu & Newell, 1998). An 
AR is a long, narrow, and transient corridor of strong water vapor transport, and is often identified with vertically 
integrated water vapor transport (IVT). Over the western U.S., landfalling ARs can contribute up to half of the 
annual precipitation (Dettinger et al., 2011; Rutz et al., 2014), which can provide beneficial water resources and 
cause damaging hazards such as floods and coastal surges. The accumulated water vapor transport measured 
as time-integrated IVT (T-IVT) during the passage of an AR over a location is highly correlated with nearby 
orographic precipitation over the western U.S. region. Variations in T-IVT can explain >70% of the variance 
in storm-total precipitation in AR storms (Ralph et al., 2013). Thus, assessing the forecast skill of T-IVT is an 
indicator of the forecast skill of precipitation with the advantage of understanding the type of storm producing  it. 
More plainly, accurate dynamical forecasts of extreme precipitation in the region require accurate prediction of 
the ARs that produce it. Lavers et al. (2016) found that predictions of IVT have greater skill than the predictions 
of precipitation in forecast week 2 since it is not as strongly influenced by errors in the microphysics. Addi-
tionally, the representation of topography in the coarse-resolution climate models could be another issue for 
the simulation of precipitation (Wehner et al., 2010). However, S2S AR predictions could still be challenging 
due to (a) the unique transient, filamentary structure of ARs (Guan & Waliser, 2019; Zhu & Newell, 1998), (b) 
the interactions between tropical and extratropical circulation patterns which can modulate midlatitude ARs (Z. 
Zhang & Ralph, 2021; Z. Zhang, Ralph, & Zheng, 2019), (c) the existence of observational gaps for water vapor 
transport (M. Zheng et al., 2021), and (d) the uncertainties from AR detection methods (Collow et al., 2022; 
O’Brien et al., 2020; Shields et al., 2018).

In recent years, Baggett et al. (2017) demonstrated that the forecast skill of ARs might be extended to 3–5 weeks 
presuming the presence of certain phases of MJO and the quasi-biennial oscillation (QBO, Baldwin et al., 2001; 
Reed et al., 1961). Nardi et al. (2018) identified little skill for daily AR occurrence beyond a lead of 14 days 
using nine operational models from the S2S Prediction Project. In contrast, DeFlorio, Waliser, Guan, Ralph, and 
Vitart (2019) showed that the European Center for Medium-Range Weather Forecasts (ECMWF) S2S prediction 
skill is noticeably higher than a reference forecast in several regions up to 3-week lead time by using weekly 
aggregates (the number of AR days that accumulated over a week-long period) instead of daily AR occurrence. In 
a follow-up study, DeFlorio et al. (2019) further validated the S2S skill of ARs occurrence with three operational 
hindcast data sets. Cao et al.  (2021) investigated the subseasonal prediction skill of AR-related flooding in a 
hydrological model driven by SubX (Pegion et al., 2019) hindcast system and demonstrated skillful probabilistic 
predictions out to week 2. Some other studies explored the sources of S2S predictability for AR activity over the 
U.S. West Coast, including the MJO and QBO (e.g., Mundhenk et al., 2018), the El Niño-Southern Oscillation 
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(ENSO; e.g., Huang et al., 2021; Zhou & Kim, 2018), and the sea surface temperature of the North Pacific (e.g., 
Liu et al., 2021; Sun et al., 2021).

Past studies of S2S validation for ARs were mainly focused on occurrence-based quantities (e.g., DeFlorio 
et al., 2019) and disagree on the limit of skillful S2S prediction of AR occurrence. Aggregated AR occurrence 
metrics could be complemented with physical quantities as validation metrics, such as the T-IVT, which is one of 
the variables that best characterizes ARs (Cordeira & Ralph, 2021; Ralph et al., 2017b). Thus, this study aims to 
investigate the S2S prediction skill of the T-IVT associated with ARs over the western U.S. and the eastern North 
Pacific. Different from the occurrence-based quantity in DeFlorio et al. (2019), T-IVT associated with ARs is 
a physical quantity that takes both AR occurrence and AR intensity into account, which is closely related to the 
precipitation amount and plays a dominant role in winter precipitation over the western U.S. This evaluation is 
completed using the hindcast output from four dynamical S2S models (Table 1). In addition to three operational 
hindcast data sets from the S2S Prediction Project, the hindcast output of the Global Earth Observing System 
(GEOS, Molod et al., 2020) from the Global Modeling and Assimilation Office (GMAO) at the National Aero-
nautics and Space Administration (NASA) is also evaluated in this study. GEOS modeling and data assimilation 
system from NASA's GMAO was developed with the primary goal of improving the use of satellite assimilation 
for seasonal predictions. Its hindcast data set has not been evaluated in previous studies focused on S2S AR 
prediction skills. Three different reanalysis data sets are used to evaluate the prediction skill in the context of 
reanalysis uncertainty. The impact of MJO on the prediction skill of T-IVT associated with ARs is also explored. 
Thus, this study provides a baseline assessment to document systematic errors and biases in representing ARs 
at S2S scales, explores “forecasts of opportunity” where S2S prediction skill is higher than normal conditions 
during certain MJO phases, and informs decision makers about the reliability and confidence of each S2S system.

2. Data and Methods
2.1. Data

In this study, four S2S hindcast data sets were evaluated to investigate the subseasonal prediction skill of the water 
vapor transport associated with ARs over the western U.S. and the eastern North Pacific. Three of them are from 
the operational centers participating in the S2S Prediction Project (Vitart et al., 2017), including National Centers 
for Environmental Prediction (NCEP), ECMWF, Environment and Climate Change Canada (ECCC). The fourth 
hindcast data set is from NASA GMAO (Molod et al., 2020). The characteristics of the four hindcast data sets are 
summarized in Table 1, including the ensemble size, hindcast frequency, hindcast period, and the total number of 
hindcasts evaluated in this study. There are several major differences among the parameters of the four hindcast 
data sets. ECMWF has 11 ensemble members while the other three systems have four ensemble members. Hind-
casts are initialized daily for NCEP, weekly for ECCC, twice a week (every Monday and Thursday) for ECMWF, 
and every 5 days for GMAO. The hindcast period varies from 12 to 20 yr in the different hindcast data sets. Due 
to those differences, it is not proper to directly compare the prediction skill between different models. This study 
aims to provide an assessment of prediction skill for individual models based on their hindcasts. It is noteworthy 
that the ECCC and ECMWF systems considered here have been superseded by upgraded operational versions. In 
this study, the hindcast versions of NCEP, ECCC, and ECMWF are consistent with the hindcasts used in DeFlorio 
et al. (2019) so that the results can be fairly compared.

We focus on ARs during the cool season (November–March), and therefore only hindcasts in the cool season 
were used. As a result, the number of hindcasts used in this study is 1,740 for NCEP, 420 for ECCC, 840 for 
ECMWF, and 522 for GMAO. Hindcast output data from all four models consists of daily instantaneous values at 
00 UTC interpolated to a common 1° longitude × 1° latitude horizontal grid using bilinear interpolation.

Table 1 
Characteristics of the Four Dynamical Model Subseasonal-To-Seasonal (S2S) Hindcast Data Sets Used in This Study

Model Ensemble size Hindcast frequency Period covered Total number of hindcasts Horizontal resolution

NCEP 4 Daily 1999–2010 1,740 1.0° × 1.0°

ECCC 4 Weekly 1995–2014 420 0.45° × 0.45°

ECMWF 11 Twice per week 1996–2015 840 0.5° × 0.5°

GMAO 4 Every 5 days 1999–2016 522 0.5° × 0.5°
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The subseasonal prediction skill of the water vapor transport associated with ARs is verified using three reanaly-
sis data sets: the fifth generation ECMWF atmospheric reanalysis (ERA5, Hersbach et al., 2020), the Modern-Era 
Retrospective Analysis for Research and Applications Version 2 (MERRA2, Gelaro et al., 2017) from NASA, and 
the Climate Forecast System Reanalysis (CFSR, Saha et al., 2010) from NCEP. CFSR spans from January 1979 
to December 2010, therefore the NCEP Climate Forecast System Version 2 analysis (Saha et al., 2014), which 
spans from January 2011 to present, was used as the extension of CFSR after January 2011. All three reanalysis 
data sets were obtained on a 1° longitude × 1° latitude horizontal grid to match the resolution of the interpolated 
model hindcast data.

Madden–Julian Oscillation (MJO) is a dominant mode of the subseasonal variability in the tropical atmosphere 
(C. Zhang, 2005). The MJO also has a significant influence on the extratropical weather and climate, which can 
provide a useful signal to the subseasonal prediction (Waliser et al., 2003). Recent study (J. Wang et al., 2023; 
Zhou et al., 2021) found that MJO has large impacts on the AR activities over the North Pacific region. Thus, 
in this study we explored the impacts of MJO on the prediction skill of ARs. MJO phases were defined based 
on the daily Real-time Multivariate MJO (RMM) index (Wheeler & Hendon, 2004), obtained from the Center 
for Australian Weather and Climate Research. The RMM is a function of daily outgoing longwave radiation and 
zonal winds at 850  and 200 hPa in the tropics, which provides the information of the MJO phases (8-phase cycle) 
and amplitude. In this study, only active MJO phases (RMM > 1.0) were used to estimate the impacts of MJO on 
the subseasonal prediction skill of the water vapor transport associated with ARs.

2.2. AR Detection

Vertically IVT was calculated in both reanalysis and model data sets following Rutz et al. (2014) using specific 
humidity, zonal, and meridional wind components at 300, 500, 700, 850, and 1,000 hPa pressure levels because 
only limited pressure levels are available from the S2S hindcast data set. If a data set has values at the pressure 
levels below the ground, those values are masked out so that the IVT is integrated from the lowest pressure level 
above the surface to 300 hPa. ARs were next identified using the detection algorithm developed by Guan and 
Waliser (2015) and refined in Guan et al. (2018). In this detection scheme, multiple and sequentially higher IVT 
thresholds (85th–95th percentiles) with a fixed lower limit of 100 kg m −1 s −1 specific to each location and season 
were applied to the IVT fields to find the potential AR objects. The IVT fields were scanned as needed with the 
85th, 87.5th, 90th, 92.5th, and 95th percentile thresholds such that too large or less well-defined AR objects could 
be identified (Guan et al., 2018). The potential AR objects were further filtered based on several requirements, 
such as on IVT direction of the object (within 45° of the direction of the AR object), length (>2,000 km), and 
length/width ratio (>2). DeFlorio et al. (2019) used a common set of 85th–95th percentile IVT thresholds derived 
from one reanalysis product (ECMWF Reanalysis Interim) to detect ARs in all models. However, in this study 
the 85th–95th percentile IVT thresholds for AR detection were computed using the three reanalyses and four 
model hindcast data sets respectively. This change is implemented because different reanalyses and models have 
unique climatologies. Using data set-based IVT percentile thresholds, the above algorithm is shown to be among 
a few Atmospheric River Tracking Method Intercomparison Project (ARTMIP; O’Brien et al.,  2020; Shields 
et al., 2018) algorithms that are particularly robust to the choice of the input data product (Collow et al., 2022; 
their Figures 3 and 4), which is a desirable attribute for the current study. Meanwhile, different requirements from 
different detection methods (e.g., 85th–95th percentile relative threshold or 250 kg m −1 s −1 absolute threshold) 
may cause some uncertainties in the identified ARs and thus the prediction skill. Further study using different AR 
detection methods, such as those participating in ARTMIP, is needed to quantify those uncertainties.

2.3. Subseasonal Prediction Skill Metrics

Since this study focuses on the subseasonal time scale, the water vapor transport is quantified using time-integrated 
IVT (T-IVT; accumulated IVT) over a week-long period (7 days). At each grid cell, the IVT within the detected 
AR objects (Guan & Waliser, 2015) is calculated as T-IVT associated with ARs (AR T-IVT). In other words, at 
a particular location the weekly AR T-IVT is the water vapor transport that only occurred under AR conditions 
during that week. For the hindcast data sets, the AR T-IVT at forecast week-1 (days 1–7) to week-4 (days 22–28) 
lead time is evaluated. As summarized in Table 1, the four hindcast data sets have different hindcast frequencies. 
Thus, the reanalysis data is resampled and reorganized to match the forecast initialization time and forecast time 
period for each of the four hindcast data sets.
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The weekly AR T-IVT in the four hindcast data sets is evaluated using four prediction skill metrics: model bias, 
root-mean-square error (RMSE), anomaly correlation coefficient (ACC), and Brier skill score (BSS). In this 
study, the skill calculations are not cross-validated, so the true out-of-sample skills might be lower than the skills 
shown in the results section. Model bias is defined as the difference in the climatological mean weekly AR T-IVT 
between the model hindcast and the reanalysis. RMSE is defined as the square root of the averaged squared 
differences between hindcasts and reanalysis, representing the accuracy of the hindcasts. As RMSE approaches 
zero, the hindcasts are more accurate.

ACC is defined as the correlation between the temporal anomalies of the model hindcasts and the reanalysis, 
which is a concise metric to quantify the skill in forecasting the patterns of departures from the mean clima-
tological conditions. If the variation of the forecasted AR T-IVT anomalies is perfectly coincident with that of 
reanalysis, ACC = 1 (a perfect forecast); if the variation of forecasted anomalies is opposite of that of reanalysis, 
ACC = −1.

BSS is utilized to verify hindcast data sets in a probabilistic framework and it indicates the degree of forecast 
improvements in reference to the climatological forecast. Weigel et al. (2007) found that BSS is negatively biased 
for the forecasts with small ensemble size, so we followed their formula to avoid that bias since the four hindcast 
data sets have relatively small ensemble size. For a given location, the weekly AR T-IVT is grouped into three 
probabilistic categories: (a) no AR T-IVT, the weeks with no ARs; (b) weak AR T-IVT, the lower 50% of the 
weeks with (weaker) AR T-IVT; and (c) strong AR T-IVT, the upper 50% of the weeks with (stronger) AR T-IVT. 
Following Weigel et al. (2007), the BSS is calculated for each category, and it represents the probabilistic skill of 
each model in predicting these specific categories of weekly AR T-IVT in reference to the climatological forecast. 
If the model forecast has a lower skill than the climatological forecast, BSS < 0; if the forecast has the same skill 
with the climatological forecast, BSS = 0; if the forecast has a higher skill than the climatological forecast, BSS 
>0; and if the forecast is perfect, BSS = 1.

3. Results
3.1. Water Vapor Transport in Three Reanalysis Data Sets

Before evaluating the model performance, the water vapor transport in the ERA5, CFSR, and MERRA2 reanaly-
sis data sets were compared to examine the uncertainties in the reanalysis estimate. Figure 1 shows the climatol-
ogy of weekly total T-IVT in the cool season (November–March) from 1995 to 2016, which covers the hindcast 
periods of all the four models. The weekly total T-IVT is calculated with the original IVT field without consider-
ing AR conditions. The three reanalyses have a similar spatial pattern of the T-IVT over the eastern North Pacific, 
including a maximum (T-IVT >14 × 10 7 kg m −1 per week) near 40°N over the ocean and a decrease from the 
ocean to the coastal region (Figures 1a–1c). Along the U.S. West Coast, the T-IVT is strongest (∼10 × 10 7 kg m −1 
per week) over the coast of Oregon, Washington, and Northern California, and decreases to ∼6 × 10 7 kg m −1 per 
week at the coast of Southern California. Meanwhile, the T-IVT decreases substantially from the coast to the 
inland area.

Although the three reanalyses have a similar spatial pattern of the total T-IVT, some differences exist in a few 
regions (Figures 1 d–1f). Over most of the eastern North Pacific, the total T-IVT is slightly higher in MERRA2 
(<5%) and CFSR (5%–10%) than in ERA5 (Figures 1e and 1f). Along the coast, MERRA2 is ∼5% lower in 
total T-IVT over the coastal region of Oregon and around the San Francisco Bay, and 5%–15% lower over Baja 
California than ERA5 and CFSR (Figures 1d and 1f). The difference between MERRA2 and ERA5 over the 
eastern North Pacific (Figure 1f) is roughly consistent with the results in Collow et al. (2022), who found that the 
global mean IVT in MERRA2 is 5%–10% higher than in ERA5. However, our results also show that there are 
large regional variabilities in the difference, especially over the continent. Over the inland continent, MERRA2 
is 5%–15% lower in the northern Idaho and eastern Montana than ERA5 and CFSR. The differences of total 
T-IVT over the other inland regions between the three reanalyses are relatively small, around or below 5%. These 
differences in T-IVT between the reanalysis data sets may be due to many factors, such as the data assimilation 
methods and assimilated observations, model topography, land data assimilation and the surface scheme, and 
model resolution.

In addition to the total T-IVT, the climatology of weekly AR T-IVT in 1995–2016 cool seasons is also exam-
ined in these three reanalyses (Figure  2). Over the eastern North Pacific, the AR T-IVT has a maximum 
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(>4.2 × 10 7 kg m −1 per week) located at the same place as the total T-IVT maximum, around 40°N over the 
ocean in all the three reanalyses (Figures 2a–2c). This is the eastern portion of the high-frequency area of AR 
activity over the North Pacific (Guan & Waliser, 2015; Guan et al., 2018), which is located over the south side 
of the North Pacific storm track (Hoskins & Hodges, 2002). Along the U.S. West Coast, the strongest AR T-IVT 
(∼3.0 × 10 7 kg m −1 per week) occurs over the coastal region of Oregon, Washington, and Northern California, 
which contributes to ∼30% of the total T-IVT. In southern Washington and northern Oregon, there is a clear 
inland penetration of AR T-IVT, which is similar with the feature there in Rutz et al. (2014, 2015). This inland 
penetration might be related to the topography over that region (e.g., Columbia River basin). The contributions 
(i.e., percentages) of the AR T-IVT to the total T-IVT along the coast in the three reanalyses similar in magnitude 
and spatial structure. This part of water vapor transport (AR T-IVT) contributes 20%–35% of the total T-IVT 
along the coast; however, it always directly contributes to the precipitation over the western U.S. Therefore, in this 
study we focus on the prediction skill of AR T-IVT rather than total T-IVT. The overall differences for AR T-IVT 
(Figures 2d–2f) among the three reanalyses are generally consistent with that for total T-IVT (Figures 1d–1f). 
Meanwhile, the percentage difference for AR T-IVT along the coast between CFSR/MERRA2 and ERA5 is 
slightly larger than that for total T-IVT, indicating large uncertainties in AR activity near the coast across the 
reanalyses.

For the T-IVT not associated with ARs (Figure S1 in Supporting Information S1), the spatial patterns are very 
close to the total T-IVT in all three reanalyses. Meanwhile, the distribution of differences in T-IVT not associated 
with ARs between different reanalyses are also similar with the differences in total T-IVT. It indicates that the 
three reanalyses have a good agreement in large-scale background of T-IVT.

Overall, the difference of total and AR T-IVT between different reanalyses over the eastern North Pacific and the 
western U.S. is relatively small (around or below 5% over most areas), although the difference may reach 10% 
over some specific regions. In this study, ERA5 is used as the primary verification data since previous studies 

Figure 1. (a–c) The climatology of weekly T-IVT (colors, 10 7 kg m −1 per week) in 1995–2016 cool seasons (November–March) from (a) ERA5, (b) CFSR, and (c) 
MERRA2. (d–f) The differences (colors, 10 7 kg m −1 per week) and percentage differences (contours every 10%) of the climatological mean T-IVT for (d) MERRA2 
minus CFSR, (e) CFSR minus ERA5, and (f) MERRA2 minus ERA5.
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suggest that ERA5 performs relatively well when verified with various observations (e.g., Cobb et al., 2021). 
However, if any of the skill metrics in this study are sensitive to the choice of reanalysis data set, we report these 
sensitivities in the corresponding sections.

3.2. Model Biases

The climatological mean AR T-IVT in all four models has a similar spatial pattern as the reanalyses for weeks 
1–4 lead time (contours in Figure 3), which implies that all the models can capture the overall distribution of 
water vapor transport associated with ARs over the eastern North Pacific. However, the models have different 
biases in AR T-IVT over different regions and at different lead times. The colors in Figure 3 show the model bias 
for weeks 1–4 lead time with respect to ERA5. In NCEP, the negative bias of AR T-IVT over the inland region 
is relatively small and persistent from week-1 to week-4 lead (Figures 3a, 3e, 3i, and 3m). Meanwhile, NCEP 
has a negative bias over the north side and a positive bias over the southeast side of the AR T-IVT maximum, 
indicating a shift of the maximum to the southeast. This shift increases slightly with the lead time. GMAO has a 
similar southeastward shift of the AR T-IVT maximum, and the shift increases with lead time more substantially 
than in NCEP (Figures 3d, 3h, 3l, and 3p). The positive bias over the southeast side of AR T-IVT maximum 
extends from the low-latitude ocean to the west coast of U.S., and further to the inland region (Nevada and Utah) 
at week-3 and week-4 lead in GMAO. This southeastward shift of the AR T-IVT maximum might be related to 
bias of the North Pacific storm track since extratropical cyclones have a great impact on the position of ARs (Z. 
Zhang, Ralph, & Zheng, 2019). Different from NCEP and GMAO, ECMWF has negative biases in AR T-IVT 
over most areas of the domain at week-1 lead (Figure 3b). The negative biases become larger at week-2 lead and 
reach a peak at week-3 lead (Figures 3f, 3j, and 3n). This is consistent with the results in DeFlorio et al. (2019), 
which shows that ECMWF underpredicted the percentages of weeks with AR days over most areas of the western 
U.S. through lead time weeks 1–4. ECCC has a negative bias over the continent and this negative bias does not 
change much with lead time (Figures 3c, 3g, 3k, and 3o). However, the weak negative bias over the southeast 

Figure 2. As in Figure 1, but for the T-IVT associated with ARs. The four blue boxes along the U.S. West Coast in (a) are used to calculate the area-mean AR T-IVT 
for Figures 10 and 11.
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side of the AR T-IVT maximum becomes larger with the increase of lead time in ECCC. DeFlorio et al. (2019) 
found that ECCC underpredicted the percentage of weeks with AR days (the frequency of ARs) across the entire 
domain through week–1 to week–4 lead. But in this study, we found that the bias of AR T-IVT is neutral in the 
AR T-IVT maximum area over the ocean, which indicates that the ECCC may overpredicted the intensity of the 
ARs there. Overall, AR T-IVT is determined by the duration and intensity (IVT, as a function of horizontal wind 
and specific humidity) of ARs. The biases of AR T-IVT might be related to some inherent model biases, such as 
the bias in subtropical jets, blocking, etc., in each model. Quinting and Vitart (2019) found that most of the S2S 
Project models underestimated the atmospheric blocking frequency over the North Atlantic but overestimated the 
blocking frequency over the eastern North Pacific at S2S time scale due to the models' bias in Rossby Wave decay. 
The overestimated blocking in the eastern North Pacific can be an important reason for the overall negative bias 
in the AR T-IVT (less or weaker ARs) in weeks 2–4 lead time over this region in NCEP, ECCC, and ECMWF.

As discussed in Section 3.1, there are differences in the magnitude of the AR T-IVT in the three reanalyses, 
especially over some specific regions. As a result, the model biases of the four models have some uncertainties 
using different reanalysis data sets as a reference. Figure 4 demonstrates the difference in the model bias of AR 
T-IVT when different reanalyses are used at week-3 lead. In Figures 4a–4d, the colors show the model bias 
with respect with ERA5, which are the same with the bias (colors) in Figures 3i–3l at week-3 lead. The bias in 

Figure 3. (a–d) Climatological mean AR T-IVT (contours, 10 7 kg m −1 per week) and the bias (colors, 10 7 kg m −1 per week) of the four models (NCEP, ECMWF, 
ECCC, and GMAO) with respect to ERA5 at week-1 lead time during the cool seasons of the hindcast periods. (e–h), (i–l), and (m–p) are the same as (a–d) but for 
week-2, week-3, and week-4 lead times, respectively.
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Figures 4e–4h and 4i–4l are the same model bias but using CFSR and MERRA2 as a reference respectively. If 
CFSR is used as the reference data instead of ERA5, the negative bias in all models becomes stronger, especially 
over the eastern North Pacific (Figures 4a–4h), because CFSR has 5%–10% stronger AR T-IVT over the ocean 
than ERA5 (Figure 2e). As a result, ECMWF and ECCC have negative biases over most areas of the domain. 
The negative bias in NCEP and GMAO is also enhanced if CFSR is used as a reference. However, GMAO still 
has a clear southeastward shift of the AR T-IVT maximum. The magnitude of the model bias with respect to 
MERRA2 (Figures 4i–4l) is generally between the magnitude of the biases with respect to ERA5 and CFSR. 
Overall, while using different reanalyses as references does exhibit some uncertainties in model biases, especially 
in the magnitude of model bias. The results have good agreements in the sign of model bias in many regions over 
the domain, including the negative biases in the western U.S. and high latitudes of the eastern North Pacific in 
NCEP, negative biases over most areas of the domain in ECWMF, negative biases at the lower latitudes in ECCC, 
and the southeastward shift of the AR-TIVT maximum in GMAO.

The differences of model biases due to different reference data at weeks 1, 2, and 4 lead (not shown) are similar 
to the results at week-3 lead.

3.3. Root-Mean-Square Error

Figure 5 shows the RMSE of the weekly AR T-IVT using ERA5 as the reference data set at weeks 1–4 lead time 
for the four models. The spatial patterns of the RMSE in the four models are in general consistent. The RMSE 

Figure 4. (a–d) The model bias of climatological mean AR T-IVT (colors, 10 7 kg m −1 per week) and the percentage bias (contours, %) of the four models with respect 
to ERA5 at week-3 lead time during the cool seasons of the hindcast periods. (e–h) and (i–l) are the same as (a–d) but for the model bias with respect to CFSR and 
MERRA2, respectively.
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is at a maximum around 40°N over the eastern North Pacific Ocean and decreases from the ocean to the coastal 
and inland regions, which is also consistent to the spatial pattern of the climatological mean AR T-IVT (contours 
in Figure 3). That is because RMSE is highly influenced by the climatological mean AR T-IVT. The RMSE is 
relatively small at week-1 lead in all models. At week-2 lead, the RMSE increases substantially, and then from 
week-2 to week-4 lead the increase of RMSE is relatively small. For example, along the coast of Washington, 
Oregon, and North California, the RMSE increases from ∼2.5 × 10 7 kg m −1 at week-1 lead to ∼4.0 × 10 7 kg m −1 
at week-2 lead, and then to ∼4.5 × 10 7 kg m −1 at week-4 lead in NCEP. Overall, ECMWF has relatively smaller 
RMSE over the eastern North Pacific compared to the other three models at all lead times.

To exclude the impacts of climatological mean AR T-IVT, we normalized RMSE with the standard deviation 
of AR T-IVT at each grid cell (Figure S2 in Supporting Information S1). The normalized RMSE is relatively 
small (below or around 1 standard deviation) over the eastern North Pacific and the West Coast in the models at 
week-1 lead, and then increases with the lead time. Different from the original RMSE, the normalized RMSE has 
a maximum located over the southeast side of the maximum climatological mean AR T-IVT in all models. This 
spatial pattern is due to the low AR T-IVT values and thus low variance/standard deviation there; meanwhile, 
it indicates that the models have relatively large errors at the southeast edge of the maximum AR T-IVT region 
(southeast edge of AR activities).

Figure 5. (a–d) RMSE of the AR T-IVT (colors, 10 7 kg m −1 per week) of the four models with respect to ERA5 at week-1 lead time during the cool seasons of the 
hindcast periods. (e–h), (i–l), and (m–p) are the same as (a–d) but for week-2, week-3, and week-4 lead times respectively.
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Compared to the RMSE based on ERA5, the RMSEs calculated using CFSR and MERRA2 have similar spatial 
structure but are slightly higher in magnitude (not shown).

3.4. Anomaly Correlation Coefficient

We calculated the ACC of weekly AR T-IVT in the four models from week-1 to week-4 lead time using ERA5 
as a reference (Figure 6). As expected, the ACC of AR T-IVT at week-1 lead is very high, ranging from 0.6 to 
nearly 0.9 over the eastern North Pacific and the western U.S. in all four models (Figures 6a–6d). At week-2 lead, 
the ACC in all models decreases substantially and the differences in ACC values across different models become 
larger (Figures 6e–6h). In ECMWF, the ACC is still above 0.4 over the western U.S. and is even higher (up to 
nearly 0.7) over most of the eastern North Pacific. The ACC in the other three models is lower than in ECMWF.

The ACC values decrease further at week-3 lead but are still statistically significant over many regions in the 
models (Figures 6i–6l). In all four models, the highest values of ACC are concentrated over the southwestern 
part of the domain (i.e., 28°N–40°N and 125°W–138°W) and extend northeastward into the continent. The high 
ACC values at the lower latitudes over the ocean might be related to the predictability source at the tropical and 
subtropical regions. In ECMWF and ECCC, the highest ACC values over the continent are ∼0.30 and ∼0.25 

Figure 6. (a–d) Anomaly correlation coefficients (ACCs) of the AR T-IVT for the four models with respect to ERA5 at week-1 lead time during the cool seasons of the 
hindcast periods. (e–h), (i–l), and (m–p) are the same as (a–d) but for week-2, week-3, and week-4 lead times, respectively. Only ACC values at 95% confidence level 
based on a 1,000-resampling bootstrap statistical significance test are plotted.
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respectively, which are located around the California region and extend further inland. In NCEP and GMAO, the 
highest ACC values (∼0.15 and ∼0.20) over the continent are mainly located over Southern California and Utah, 
respectively. Overall, ECMWF has statistically significant ACC values at week-3 lead over the whole domain, 
and these values are higher than the ACC values in the other models. At week-4 lead, only ECMWF still has some 
statistically significant ACC values over of the western U.S., but those ACC values are relatively small (0.1–0.2) 
and explain about 2%–4% of the variance. NCEP and GMAO have low ACC values over limited areas; and ECCC 
has nearly no skill over the entire western U.S. region.

ACC values were also calculated using CFSR and MERRA2 as reference data. Figure S3 in Supporting Infor-
mation S1 shows the comparison between ACCs using different reanalyses as reference data at week-3 lead. The 
difference in ACC values is generally below 0.05 and located within some small areas. For example, in GMAO 
over the northeastern Utah, the ACC with CFSR as a reference is slightly lower (<0.05) than the ACC with ERA5 
or MERRA2 as a reference (Figures S3d, S3h, and S3l in Supporting Information S1). Overall, there were few 
significant differences in ACCs with different reanalyses as reference data. That is because the anomalies of AR 
T-IVT in the three reanalyses are highly correlated, although they have some differences in the magnitude of the 
climatological mean AR T-IVT (Figure 2).

3.5. Brier Skill Score

As described in Section 2.3, BSS values are calculated for three AR T-IVT categories (no AR T-IVT, weak AR 
T-IVT, and strong AR T-IVT) to assess the models' probabilistic skill in predicting AR T-IVT with respect to 
the climatological forecast (Figures 7–9). Positive BSS indicate that the model skill exceeds that of the climato-
logical forecast. Following DeFlorio et al. (2019), a 100-sample bootstrapping significance test was used. Note 
that 1 represents a perfect forecast. Only BSS values greater than 0 at the 95% confidence level are plotted in 
Figures 7–9. Overall, the BSS values of the no AR T-IVT (Figure 7) and strong AR T-IVT (Figure 9) categories 
are higher than the BSS values of the weak AR T-IVT category (Figure 8) in all models and across all lead times 
(weeks 1–4).

For the no AR T-IVT category (Figure 7), BSS values are above 0.3 over most of the region at week-1 lead for 
all four models, with a maximum located over the southwestern part of the eastern North Pacific. The same 
location of maximum BSS and maximum ACC indicates relatively high prediction skill over that region in all 
models. At week-2 and week-3 lead, the differences of BSS values in different models become larger. In NCEP, 
BSS values decrease substantially at week-2 lead, and the maximum values are still located over the ocean, and 
at week-3 lead, there is almost no skill over the whole domain. In GMAO, BSS values are relatively high over 
most of the open ocean, the eastern Washington and Oregon, and the southern British Columbia at week-2 lead; 
then at week-3 lead, the skill is mainly concentrated over the southwestern part of the eastern North Pacific and 
the Southern California. ECMWF and ECCC have BSS values >0.1 over the whole domain at week-2 lead. At 
week-3 lead, ECMWF has BSS values >0.1 over the lower-latitude (<40°N) open ocean and California, while 
ECCC has BSS values >0.1 over the ocean and some continental regions. At week-4 lead, the models do not have 
any meaningful skill over the continent, although ECCC has weak positive BSS values at a very small area along 
the West Coast. It indicates that the models do not have any skill beyond the climatological forecast for no AR 
T-IVT cases at week-4 lead time.

For the weak AR T-IVT category (Figure 8), BSS values are generally much lower than the BSS values for the 
no AR T-IVT category in all four models. Even at week-1 lead, BSS values for the weak AR T-IVT category are 
below 0.3 over most of the domain in all models. At week-2 lead, BSS values decrease quickly. At week-3 lead, 
although ECCC, ECMWF, and GMAO still have some skill, the spatial distribution is noisy. The skill disappears 
in all models at week-4 lead. The low BSS for the weak AR T-IVT category suggest that the models are struggling 
in forecasting weak ARs. This is likely because it is more difficult to detect weak ARs, which could cause some 
uncertainties for the low skill for the weak AR T-IVT cases.

BSS values for the strong AR T-IVT category (Figure 9) are similar to the BSS values for the no AR T-IVT 
category. BSS values for the strong AR T-IVT category are above 0.3 over most of the domain in all the four 
models at week-1 lead, and then the values decrease rapidly with increasing lead time. In NCEP, the high BSS 
values (>0.15) are mainly located over the ocean, and relatively low BSS values are present over limited conti-
nental areas at week-2 lead, and at week-3 and week-4 lead, low BSS values (around or below 0.15) exist over 
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the mountains in the inland western U.S. Due to the complex topography over that region and thus the uncertain-
ties in AR detection there, the prediction skill might be sensitive to the AR detection methods. Further study is 
needed to understand the distribution of skill over that inland mountain region and test the impacts of different 
AR detection methods. In GMAO, BSS values >0.15 are mainly located over the eastern North Pacific, the U.S. 
West Coast, and the southern British Columbia at week-2 lead, and at week-3 lead, the skill is concentrated over 
the southwestern part of the eastern North Pacific, as well as the coastal regions of southern Oregon and northern 
California. In ECMWF, BSS values are above 0.15 over most area of the domain at week-2 lead, and at week-3 
lead, positive BSS values are mainly located over the southwestern part of the eastern North Pacific and extend 
northeastward to California and further inland regions. In ECCC, BSS values are also above 0.15 over most area 
of the domain at week-2 lead, and at week-3 lead, positive BSS values are present over the ocean around 40°N, as 
well as across Southern California and the adjacent inland area. At week-4 lead, there are very few regions with 
positive BSS values, indicating that the models do not have much skill compared to the climatological forecast at 
this lead time. Overall, the relatively high prediction skill for AR T-IVT at the low latitudes in the North Pacific 
is consistent with the results in C. Zheng et al. (2019), which showed that the prediction skill of extratropical 
cyclones is mainly concentrated at the low latitudes over the ocean, given the substantial impacts of cyclones 
on  ARs.

Figure 7. (a–d) Brier Skill Score of the no AR T-IVT category for the four models with respect to ERA5 at week-1 lead time during the cool seasons of the hindcast 
periods. (e–h), (i–l), and (m–p) are the same as (a–d) but for week-2, week-3, and week-4 lead times, respectively. Only BSS values that are statistically significant at 
the 95% confidence level are plotted.
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Generally, all models have higher BSS in predicting the no and strong AR T-IVT categories than in predicting 
the weak AR T-IVT category. The overall BSS skill in this study is consistent with the results in DeFlorio 
et al. (2019), who showed that NCEP, ECMWF, and ECCC hindcasts have relatively higher BSS skill in predict-
ing the weeks with 0 or 3–7 AR days than the weeks with 1–2 AR days. It implies that the models might be strug-
gling in predicting the weak AR events (e.g., AR landfalling time, AR duration) and do not have much higher skill 
in prediction those weak events than climatology forecasts. Similar to ACC, using different reanalyses data sets 
as reference data does not change the results of BSS significantly.

3.6. Modulation of Prediction Skill by MJO

The impact of the MJO on the subseasonal prediction skill of AR T-IVT is examined over four 5° × 5° domains 
along the U.S. West Coast (blue boxes in Figure  2a). These four domains were chosen following DeFlorio 
et al. (2019) to represent useful AR landfall domains that span the entire western U.S. coastline, including Wash-
ington (125°W–120°W, 45°N–50°N), Oregon-North California (125°W−120°W, 40°N–45°N), Central Califor-
nia (125°W–120°W, 35°N–40°N), and South California (120°W–115°W, 30°N–35°N). The metric of ACC is 
used in exploring the impacts of MJO since ACC quantifies the model skill in forecasting the anomalies of AR 
T-IVT, which we are most interested in at S2S lead times.

Before examining the impacts of the MJO, the ACC of the area-mean weekly AR T-IVT in the four domains 
along the West Coast is calculated using ERA5 as a reference for the four models at week-1 to week-4 lead time 

Figure 8. Same as Figure 7 but for the weak AR T-IVT category.
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(Figure 10). At week-1 lead, all models have high ACCs in all four domains: 0.89–0.92 for ECMWF, 0.84–0.86 
for ECCC, 0.83–0.85 for NCEP, and 0.79–0.83 for GMAO. At week-2 lead, the difference of the ACC values 
in different models becomes larger. In the Washington domain, ECCC (0.52) has a slightly (not significantly) 
higher ACC than ECMWF (0.48), while NCEP (0.28) is significantly lower than both ECCC and ECMWF. In 
the other three domains, ECMWF has higher skill than the other three models, and NCEP has a comparable 
skill with GMAO. Although the skill decreases substantially with lead time beyond the weather timescale (i.e., 
beyond week-2 lead time), all models still have positive ACC values that are significantly positive at week-3 lead, 
indicating that the models have some skill in forecasting weekly AR T-IVT anomalies along the U.S. West Coast 
beyond the weather timescale. ECMWF and ECCC have relatively higher ACC values in the domains of Central 
California, which is an extension of the high ACC values from the southwestern part of the eastern North Pacific 
Ocean to the continent (Figures 6j and 6k). At week-4 lead, only ECMWF still has positive ACC values that are 
significantly positive in all the four domains.

ACC values of the forecasts initialized in MJO phases 2 and 3, 4 and 5, 6 and 7, and 8 and 1 are calculated and 
compared with the ACC of the forecasts initialized across all days for each model and at weeks 1–4 lead time. 
MJO phases were combined as 2 and 3, 4 and 5, 6 and 7, and 8 and 1 so that each combined phase has more 
available forecast samples to conduct more robust statistical significance testing. A 1,000-resampling bootstrap 
statistical significance test was conducted to estimate 90% confidence intervals. The 90% confidence interval 
was utilized instead of 95% due to the relatively small sample size of the MJO cases. Table 2 summarizes the 

Figure 9. Same as Figure 7 but for the strong AR T-IVT category.
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forecast sample size of each model in each combined MJO phase. Only active MJO conditions (RMM > 1) are 
considered in this study.

Overall, at week-1 and week-2 lead the impact of MJO on the prediction skill of AR T-IVT is relatively small 
(Figures S4 and S5 in Supporting Information S1). At week-1 lead, although different MJO phases have some 
impacts on the prediction skill, nearly all of them are not statistically significant (Figure S4 in Supporting Infor-
mation S1). At week-2 lead, ACC values of the NCEP forecasts initialized in MJO phases 4 and 5 are significantly 
higher than the ACC values of all days in the Central and Southern California domains. For the other MJO phases, 

the models do not show any significantly higher ACC values compared to the 
skill for all days.

The impact of the MJO on prediction skill (ACC) becomes larger at week-3 
lead, especially for the southern part of the West Coast, including Central and 
South California domains (Figure 11). This is consistent with many previ-
ous studies that highlight the substantial impacts of MJO on the subseasonal 
variability in both tropical atmosphere and extratropical weather and climate 
(e.g., Waliser et al., 2003; C. Zhang, 2005; Zhou et al., 2021). However, the 
influence of MJO has uncertainties across different models. Specifically, the 
skill is significantly increased over Central California in the hindcasts initial-
ized in MJO phases 6 and 7 for GMAO and ECCC, and in MJO phases 4 
and 5 for NCEP and ECMWF. On the other hand, the skill is decreased over 

Figure 10. (a) Anomaly correlation coefficients (ACCs) of the area-mean AR T-IVT within the domain of Washington for the four models (different colors) and at 
different forecast lead times (weeks 1–4). The vertical bars show the 95% confidence intervals. (b–d) are the same as (a) but for (b) Oregon and North California, (c) 
Central California, and (d) South California.

Table 2 
Number of Forecasts Initialized in Particular Madden–Julian Oscillation 
(MJO) Phases for the Four Models

MJO phase

Number of forecasts

NCEP ECMWF ECCC GMAO

Phases 2–3 271 124 65 80

Phases 4–5 310 141 69 91

Phases 6–7 327 160 76 104

Phases 8–1 217 103 52 63
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Southern California in the hindcasts initialized in MJO phases 8 and 1 for NCEP, ECMWF and ECCC, in MJO 
phases 6 and 7 for NCEP and GMAO, and in MJO phases 2 and 3 for ECMWF. In addition, the prediction skill 
is significantly increased in MJO phases 2 and 3 for ECMWF and phases 8 and 1 for ECCC over Washington, 
while the skill is significantly decreased in MJO phases 2 and 3 and 8 and 1 for GMAO over Oregon-Northern 
California. Small sample size (Table 2) could be one reason that cause the large uncertainties. For example, 
ECCC has much larger uncertainties (longer confidence intervals in Figure 11d) for the MJO impacts than NCEP 
(Figure 11a), which has a relatively larger sample size. In addition, difference in the models' ability to predict 
the MJO and reproduce the associated teleconnections could be a main factor responsible for the large uncer-
tainties in the impacts of MJO on the prediction skill of AR T-IVT. Recent studies (e.g., Stan et al., 2022; Vitart 
et al., 2017) found that the models from the S2S Project have some advantages in predicting MJO, but biases in 
the predictions and the MJO teleconnections still exists, especially beyond week-2 lead time.

The impact of some specific MJO phases varies across locations (latitudes). For example, the prediction skill in 
MJO phases 4 and 5 increases from the Washington to the Central California domain in NCEP, ECMWF, and 
ECCC (green bars in Figures 11a, 11c, and 11d); and the prediction skill in MJO phases 8 and 1 decreases from 
the north to the south along the West Coast in NCEP and ECCC (blue bars in Figures 11a and 11d).

Different MJO phases also have some impacts on the prediction skill at week-4 lead. However, ACC values of the 
domain-averaged AR T-IVT are relatively low (<0.2) in most MJO phases and domains at week-4 lead. Thus, this 
is not shown and discussed here. The prediction skill (ACC) of domain-averaged AR T-IVT was also examined 
using CFSR and MERRA2 as reference data. The choice of reanalysis data set does not have much impact on the 
results shown in Figure 11.

Figure 11. (a) Anomaly correlation coefficients (ACCs) of the area-mean AR T-IVT from the NCEP hindcast system at week-3 lead time (gray histogram). The 
vertical bars show the 90% confidence intervals for the hindcasts initialized in all days (black), and for initialization days in MJO phases 2–3 (red), phases 4–5 (green), 
phases 6–7 (yellow), and phases 8–1 (blue). (b–d) are the same as (a) but for the GMAO, ECMWF, and ECCC hindcast systems respectively.
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The impacts of different MJO phases on prediction skills in this study are different from the results in DeFlorio 
et al. (2019), who found that the skill along the western U.S. is increased in hindcasts initialized during MJO 
Phases 1 and 8, and the skill is decreased over California in hindcasts initialized during MJO Phase 4. In addition 
to the different AR quantifies (AR T-IVT and AR occurrence), it is noteworthy that in this study the skill is quan-
tifications using ACC of the area-mean AR T-IVT, while the skill in DeFlorio et al. (2019) is based on a Relative 
Operating Characteristic-like diagrams (comparing AR hit rate and false alarm rate). These differences might be 
important factors responsible for the different results.

4. Summary
In this study, the subseasonal (weeks 1–4 lead time) prediction skill of water vapor transport associated with 
atmospheric rivers (AR T-IVT) over the western U.S. and the eastern North Pacific was evaluated in four dynam-
ical model hindcast data sets from NCEP, ECMWF, ECCC, and NASA GMAO (Table 1). Three reanalysis data 
sets (ERA5, CFSR, and MERRA2) were used as reference data to examine the impacts of different reference 
data on the evaluation. The model prediction skill of weekly AR T-IVT was verified using a number of deter-
ministic and probabilistic skill metrics (bias, RMSE, ACC, and BSS). Additionally, the influence of the MJO 
on the prediction skill of AR T-IVT was explored over four domains along the U.S. West Coast (Washington, 
Oregon-North California, Central California, and Southern California). The main results are summarized below:

1.  Using ERA5 as a reference, ECMWF and ECCC have weak negative biases of AR T-IVT over most of the 
eastern North Pacific and the western U.S. at week-1 lead. These biases increase with lead time (Figure 3). In 
GMAO and NCEP the AR T-IVT maximum has a southeastward shift, and the shift was enhanced with the 
increase of lead time in GMAO.

2.  The hindcasts of the four S2S systems have similar spatial patterns of RMSE, with a maximum around 40°N 
over the eastern North Pacific and a lower RMSE over the inland area of the western U.S. (Figure 5), which is 
generally proportional to the climatological mean AR T-IVT.

3.  ACC values of AR T-IVT are above 0.6 over almost the whole domain in all models at week-1 lead, then 
decrease with lead time substantially (Figure 6). However, at week-3 lead time statistically significant ACC 
values are still present with a maximum at the lower latitudes (<40°N) of the eastern North Pacific and extend 
northeastward to the continent, resulting a relatively high ACC/skill over the California region in ECMWF 
and ECCC.

4.  BSS values for the no and strong AR T-IVT categories are higher than those for the weak AR T-IVT category 
in all hindcast data sets at weeks 1–3 lead (Figures 7–9). This implies that the models have higher skill in 
forecasting the no and strong AR T-IVT cases than the weak cases. At week-3 lead, ECMWF, ECCC, and 
GMAO still have significantly higher skill for the no and strong AR T-IVT categories than the climatological 
forecasts (BSS > 0) over limited areas.

5.  The impact of the MJO on the prediction skill at week-3 lead time is larger than for week-1 and week-2 lead. 
At week-3 lead, the modulation of prediction skill by MJO mainly occurs over the central and Southern Cali-
fornia, but with large uncertainties across models.

6.  Differences of total T-IVT and AR T-IVT between the three reanalysis data sets (ERA5, CFSR, and MERRA2) 
are relatively small (around or below 5%) over most regions of the investigated domain, although they may 
reach nearly 10% over some specific regions. As a result, the model biases of AR T-IVT (especially for the 
magnitude) have some uncertainties when using different reanalysis as a reference (Figure 4).

5. Conclusion and Discussions
The prediction skill metrics of ACC, RMSE, and BSS are not significantly affected by the choice of reference 
reanalysis data, suggesting that the three reanalysis data sets have a generally good agreement in representing an 
AR and its vicinity. However, the uncertainties in reference reanalysis products do impact the model bias assess-
ment of AR T-IVT, albeit overall not substantially. This may have some impacts on the regional research and 
applications (e.g., AR T-IVT bias correction) over some specific area.

This study demonstrates that the dynamical models have significant prediction skill on weekly AR T-IVT at 
week-3 lead time, which is beyond the weather forecast time scale (0–14-day lead). The prediction skill at week-3 
lead mainly extends from the lower latitudes (<40°N) of the eastern North Pacific to the California coastal area 
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and the adjacent inland region. Although there are positive skill values over some other small areas, they are rela-
tively weak and not spatially extensive or coherent. At week-4 lead, only ECMWF has some ACC skill over the 
western U.S. and the eastern North Pacific. It is noteworthy that the latest operational model versions of ECCC 
and ECMWF have been upgraded and may have a better prediction skill.

We found that the models have higher skill (BSS) in forecasting no and strong AR T-IVT events than weak 
AR T-IVT events. This is consistent with the results from DeFlorio et al. (2019), which shows that the NCEP, 
ECMWF, and ECCC models have higher skill in forecasting the weeks with 0 or 3–7 AR days than the weeks 
with 1–2 AR days, although their AR activity level depends only on the number of AR days and does not include 
the AR intensity. Taken together, results from this study and from DeFlorio et al. (2019) indicate that the models 
are struggling with the prediction of ARs with a short duration and/or weak intensity.

The MJO has a greater influence on the prediction skill of AR T-IVT at week-3 lead than at weeks 1–2 lead, 
which is consistent with previous studies that suggest the importance of the MJO in modulating subseasonal 
prediction skill of ARs and precipitation (DeFlorio et al., 2019; Pan et al., 2019). The impact of MJO is mainly 
concentrated over central and Southern California. However, there are large uncertainties in the MJO's influence 
across models, which might be caused by the different model performance in predicting the MJO and the relevant 
teleconnections. Huang et al. (2021) showed that ENSO can modulate the MJO-AR relationship. Therefore, the 
different hindcast periods (thus different ENSO phases) in different models (Table 2) may cause some uncer-
tainty in the MJO's impacts on the prediction skill of AR T-IVT shown in Figure 11. Some studies (e.g., Arcodia 
et al., 2020; Guan et al., 2012; Zhou et al., 2021) emphasized the large impacts of MJO on the AR activities and 
the precipitation. Given the dominant role in the subseasonal variability, MJO could be a key source of predicta-
bility for AR T-IVT at subseasonal time scale. However, further studies are needed to understand the uncertainties 
across models and the underlying physical mechanism of the MJO's impacts on the prediction skill of AR T-IVT.

Previous studies (Collow et  al.,  2022; O'Brien et  al.,  2022) showed that the uncertainties from different AR 
detection methods could be larger than the uncertainties due to different reanalysis data sets or models. In this 
study, we used one AR detection method, which might cause some uncertainties in the prediction skills shown in 
this study. Further studies with different AR detection methods could be useful to quantify those uncertainties.

The Center for Western Weather and Water Extremes (CW3E) and the NASA Jet Propulsion Laboratory (JPL) 
have closely collaborated to develop experimental S2S AR forecast products for the western U.S. since November 
2017. In addition to the AR activity forecast introduced in DeFlorio et al. (2019, their Figure 12), the near real-
time forecasts of weekly AR T-IVT and AR Scale (Ralph et al., 2019) are generated for 85 locations over the 
western U.S. at week-3 lead time. These forecasts are created based on the real-time S2S forecast data from the 
four model centers (NCEP, ECMWF, ECCC, and NASA GMAO). The multi-model prediction skill assessment 
of AR-related water vapor transport in this study provides a baseline for the CW3E/JPL experimental S2S AR 
forecast products and their future development.

Data Availability Statement
Hindcast data sets of NCEP, ECCC, and ECMWF can be accessed on the ECMWF S2S reforecasts website portal 
(https://apps.ecmwf.int/datasets/data/s2s/levtype=sfc/type=cf/) and hindcast data set of GMAO is obtained from 
the NASA GMAO group (https://gmao.gsfc.nasa.gov/gmaoftp/gmaofcst/subx/GEOS_S2S_V2.1_fcst/AtmRiv/
hindcast/). The CFSR reanalysis data set can be accessed on the UCAR Research Data Archive website (https://
rda.ucar.edu); the ERA5 reanalysis data set can be accessed on the ECMWF Climate Data Store website (https://
cds.climate.copernicus.eu/#!/search?text=ERA5&type=dataset); and the MERRA2 reanalysis data set can be 
accessed on the NASA GES DISC website (https://disc.gsfc.nasa.gov). The AR detection code (Guan, 2021) is 
available via the Global Atmospheric Rivers Dataverse (https://dataverse.ucla.edu/dataverse/ar).
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